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Why would I 
introduce 
regenerative AI 
and LLM’s for a 
media 
marketing and 
creative 
agency?

Establish 
The Context

"Over the past few years, artificial 
intelligence and, more specifically, NLP 
have grown leaps and bounds. One of the 
frontrunners in this space is the 
Generative Pre-trained Transformer, or 
GPT, and its offspring, Large Language 
Models (LLMs)."

Understand 
the benefits

Content Creation: LLMs can assist in 
generating creative content, from blog 

posts to ad copy.
Market Research: Use GPT models to 

analyse customer reviews, feedback, 
and conduct sentiment analysis.

Future 
Potential

"Beyond immediate applications, the 
evolution of GPT and LLMs promise more 
integrated, autonomous, and personalized 
marketing strategies."

Address 
Concerns

It doesn't aim to replace human 
creativity but augment it.

AI tools are as effective as their human 
guidance; they're tools, not 

replacements.
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How could I do 
this?

Showcase 
Real-world 
Examples

Share case studies or 
instances where GPT and 
LLM have driven results in 
marketing or creative 
projects.

Brainstorm
Engage the team by asking 

how they envision using 
these tools in their roles, 

encouraging brainstorming

Where will 
these tools 

help

"Considering our agency's 
strengths, how do you all 
see GPT and LLM enhancing 
our offerings or simplifying 
processes?"

Tools

User 3rd parties to partner, 
guide and assist

Consider  tools than DIY 
( And See the slides 

example Below ) 
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What Will Our Roadmap Implementation Look Like?

1

Phase 1

 (Awareness and Training): 
Host workshops and training 

sessions to familiarize the team 
with GPT and LLM capabilities.

2

Phase 2 

(Pilot Projects): 

Start with a few pilot 
projects, like using LLM for 

content generation or 
sentiment analysis. 
Measure outcomes 
against traditional 

methods.

3

Phase 3

 (Integration): 

Begin integrating LLM into 
regular workflows, building 
proprietary tools, or using 

existing platforms.

Phase 4

 (Optimisation and Expansion):

 Regularly update stakeholders 
and the business about AI 

advancements, refine the tools in 
use, and explore new 

applications for the agency.
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Marketing Stack Simplified
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© agencio.ai 2023 all rights reserved.“These tools will become the norm and complementor to the human mind that drives them.”
Accelerating The Ability to build & create even better things, reducing human waste

AGI To Enrich & Accelerate
T H E  M E D I A  &  A D V E R T I S I N G  I N D U S T R Y

New ways to 
process imagery

First Pass
Copywriting

Image 
ideation 

& Design

Persona 
2.0

Persona 
2.0 Content creation

Urban Lexicons

Industry Insights

Persona 
2.0

RFI & RFP Insights

Strategy 
& Planning

Laws Legislation

Ethics, Compliance 
and Risk Checking

Academic Research

Privacy GDPR 
Compliant EcoSytems 

Medical Research

Seismic Web
Integration  

EcoSystem  



AN Example 1. 
Awareness 
Workshop 
MIGHT BE…….

Understanding LLM 
and its capabilities.

Potential applications 
in advertising.

Hands-on experience 
or demos.

Explain AI and NLP 
basics.

Dive into LLM 
specifics: how it works, 

its evolution, and the 
role of models like 

GPT-4.

Content Generation: 
Demonstrate how LLM 
can create ad copies, 

slogans, and other 
promotional content.

Market Research: 
Show how sentiment 

analysis can be used to 
gauge campaign 

reception.

Chatbots: Introduce AI-
driven customer 
service and its 

benefits.

Language Translation: 
Discuss expanding 
global reach with 
instant content 

translation.

Engage attendees with 
real-time demos. Let 
them input prompts 
and see the model's 

outputs.

If feasible, provide 
them access to a 

platform where they 
can interact with the 

mode

Case studies
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Example 2: How can I use LLM for sentiment analysis?

Define Objective

Clearly state what you're trying to achieve. 
Are you analysing customer reviews for a 
product? Gauging sentiment on social media 
posts about a brand? Depending on the source 
and objective, the approach may vary slightly.

Data Collection

Gather the text data you intend to analyse
 This could be in the form of tweets, reviews, 
comments, or any text-based content.

Direct Sentiment 
Analysis - Simple Approach
"How positive or negative is this statement: 

'The product quality has drastically deteriorated 
over the years.'"
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Example 2 MIDDLE STEP: Training The Model

Training The Model

If you have a labelled dataset (text entries 
labelled with sentiments like "positive", 
"negative", "neutral"), 
you can fine-tune an LLM on this data for 
more accurate sentiment predictions. This 
process requires:

Advanced Model Training

Data Pre-processing: Convert the text data 
into a format suitable for training. This might 
involve tokenization, removing stop words, 
and other standard NLP pre-processing 
steps.
Fine-tuning the Model: Use your labeled 
dataset to fine-tune the LLM, focusing its 
capabilities on sentiment analysis.
Evaluation: Split your dataset into training 
and testing sets to evaluate the model's 
accuracy..

Utilising the Model for Analysis

Utilizing the Model for Analysis
Feed Text Data: Input your collected data 
into the model.
Collect Predictions: The model will classify 
the sentiments of the input data, based on its 
training or its pre-existing knowledge.
Aggregate Results: Compile the results to 
get an overall sentiment score. For example, 
you might find that 70% of reviews are 
positive, 20% are neutral, and 10% are 
negative.
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Example 2 Final Steps: How can I use LLM for sentiment analysis

Visual Representation (Optional)

Visualise the results using charts or graphs to get 
a clear picture of sentiment distribution. This can 
be especially useful for presentations or reports.

If you're continuously collecting data, 
periodically retrain your custom model 
to account for evolving language and 

sentiments.
Data Pre-processing: Convert the text data into 
a format suitable for training. This might involve 
tokenization, removing stop words, and other 

standard NLP pre-processing steps.
Fine-tuning the Model: Use your labeled dataset 
to fine-tune the LLM, focusing its capabilities on 

sentiment analysis.
Evaluation: Split your dataset into training and 
testing sets to evaluate the model's accuracy..

Limitations and Considerations

LLMs can sometimes misinterpret nuanced 
human sentiments or sarcasm.

Ensure the model isn't overfitting to your training 
data if you're using the custom approach.
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https://www.linkedin.com/in/justinjj/


